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1 Introduction

Jobsub is a script for submitting batch jobs to the gpcf batch system and the Open Science Grid.  It is a rewrite and unification of various shell scripts that have forked and proliferated throughout various groups at FNAL.



    1.1 Product Overview  

jobsub [options] job

[options] will implement section 3.1.1 below, and are extensible.  As an example, jobsub -h or jobsub –help will implement the help text requirement.



    1.2 Purpose

 Replaces minos_jobsub, minerva_jobsub, nova_jobsub, lbne_jobsub with a single script, extensible to each experiments needs .  This will be accomplished using subclasses loaded at runtime (also known as plugins).  



The [options] will thus vary according to which plugin is loaded.



    1.3 Scope

 

    1.4 Reference

General software environment of jobsub described at https://cdcvs.fnal.gov/redmine/projects/ifront/wiki/Getting_Started

minos_jobsub, predecessor to jobsub documented at                   http://www-numi.fnal.gov/condor/index.html



    1.5 Definitions And Abbreviations

        FNAL - Fermi National Accelerator Laboratory  http://www.fnal.gov

        IF - Intensity Frontier, a 'family' of FNAL experiments  that  Minos, 

              lbne, nova, and minerva  belong to.

        GPCF - General Physics Computing Facility https://cdcvs.fnal.gov/redmine/projects/ifront/wiki/General_Physics_Computing_Facility_%28GPCF%29

        OSG - Open Science Grid www.opensciencegrid.org





        BlueArc - A large disk array used by many experiments at FNAL.

        SLF5 - Scientific Linux Fermi 5, A common RedHat variant

         http://fermilinux.fnal.gov/

                  Condor – A batch submission system



2 Overall Description



    2.1 Product Perspective

The gpcf is a collection of virtual and real SLF5 nodes, divided into interactive and batch.  Users will generally submit from interactive nodes using jobsub to either gpcf batch nodes or OSG worker nodes.  Users are not confined to gpcf interactive nodes, any FNAL node that has proper BlueArc mounts and kerberos tickets should be able to submit.



    2.2 Product Functions

 Jobsub is a re-write of several bash shell scripts that have 'forked' as different experiments added  functionality.  The implementation language is python, which supports subclassing, unit testing, and other modern software constructs that will make the rewrite more maintainable and easier to test for correctness.



    2.3 User Characteristics

 Users are assumed to be physics collaborators attached to experiments at Fermilab.  They are assumed to have developed applications that are being submitted  and are familiar with software development, SLF5, FNAL kerberos usage, and other highly specialized aspects of software development and physics computing environments. 









    2.4 General Constraints

 Jobsub should work from any node that has the required BlueArc libraries mounted that can connect to the submit node via a valid kerberos ticket



    2.5 Assumptions and Dependencies



3 Specific Requirements



    3.1 External Interface Requirements



        3.1.1 User Interfaces



Must generate help text with correct option.  Subclasses must also supply usage help when so queried.



Must be able to submit batch jobs to either the local condor pool or remote grid sites.



Must be able to generate condor submit files without submitting them for later inspection and modification.



Must be able to submit specified number  jobs at one time



Must be able to send single test job to special high priority queue



Must be able to redirect output logs to other than default location



Must be able to stage input files prior to job execution . An example of this would be sam station set up prior to multiple jobs consuming its data using the DAGMAN utility.



Must be able to add constraints to generated condor classads using command line options



Must be able to specify only SL4 or SL5 target machines 



Must be able to specify multiple output directories on the worker nodes that are copied back intact to user output area



Must be able to specify multiple input directories on the worker nodes that are created and copied  with specified  user input



Must be able to specify either cpn or srm_cp as method for performing the previous 2 requirements



Users must  be able to extend the interface by subclassing the JobSettings class (MinervaSettings and MinosSettings classes will be provided for examples)   Subclassed Jobsettings must at a minimum provide the following utilities:



Must be able to specify experiments software release version and base directory to be used

must specify default output area



        3.1.2 Hardware Interfaces

 None needed 



        3.1.3 Software Interfaces

 Jobsub generates condor submit files and shell scripts that are submitted to run on worker nodes.



        3.1.4 Communications Protocols

Kerberized ssh access to the submit node is required.

        3.1.5 Memory Constraints

 The memory requirements for jobsub are minimal. The memory requirements for the submit node that jobsub communicates can be  considerable as it goes up with the   number of jobs running concurrently.  This number  has not been specified for gpcf at this time.



 

    3.2 Software Product Features



    3.2 Software System Attributes



        3.2.1 Reliability



        3.2.2 Availability

 The availability of this product is largely defined by the availability of BlueArc, Condor, and the OSG infrastructure.



        3.2.3 Security

 This product depends on kerberos security as implemented at FNAL and an extensive grid security infrastructure run by OSG. It is not possible to submit local batch jobs without kerberos tickets.  Grid jobs require  voms/vomrs entries and x509 user proxies as well.



        3.2.4 Maintainability



In theory it should be much easier to maintain one script instead of 5 'almost' copies.



 This product will come with a built in unit test for the JobSettings Class and the supplied subclasses.  



If enhancements and bug fixes do not break the existing test cases there is some assurance that maintenance has been

performed correctly.



        3.2.5 Portability

 Developed on SLF4 and SLF5.  It will probably work on any unix variant that has Bluearc mounts and kerberizedssh access to the submitter node.



       





    3.3 Database Requirements

        None



    3.4 Other Requirements 




