[bookmark: _GoBack]Trying to study all the option that we have to connect and move data from/to s3 from/to Fermilab this is what I have found.

GridFTP inside AWS
Of course the easiest option is to create new server inside AWS and connect them to S3. The problem here is that it could become a bottleneck. We can create an auto-scaling group of GridFTP but it could become difficult to manage.

Connect GridFTP server filesystem to S3. using https://code.google.com/p/s3fs/wiki/FuseOverAmazon
I did something similar using TNT Drive and windows systems http://tntdrive.com/ and I had a lot of problem. I think all my problems came from the fact that S3 is an asynchronous object storage. Sometimes when you copy a file to S3 the API could reply that the copy is completed but Amazon is still duplicating the file between the available zones. I will test this option very carefully trying to copy thousands of small file to understand if there some issue.


GridFTP direct support to S3.
This could be the best option. I got in contact with the support of GridFTP and they said that currently they are using it. So it seems that the support of S3 is not just a beta release. Of course you need to check better and you have to be sure that you're using the last version of GridFTP 6.0. This is the only version that support S3.


GridFTP globus ONLINE transfer.
 I've sent some email with the globus support. They have a solution to transfer data to/from a GridFTP server to/from S3. It seems perfect but their subscription price is very high, about 6000 dollars per year with bandwidth limit.
http://www.globus.org/provider-plans
Moreover they just transfer data and they don't have a tool to sync two folder (one in s3 and one in GridFTP).


IFDH integration
Talking with Marc and analyzing the code, we found that the possible integration to S3 is quite easy. Amazon doesn't have a C++ SDK but you can use AWS CLI for S3 and run commands from C++ code.This is exactly what you have done for other integrations.
The AWS CLI for S3 is very easy. You have commands like ls, cp or mv. There is also the support of the command sync that could be very useful.
Remember that you can also set up S3 object lifecycle (option available on eacg single folder of a bucket) and for example you can delete a file after 30 days. You can configure objects lifecycle using web interface or AWS CLI.
http://docs.aws.amazon.com/cli/latest/reference/s3/index.html
