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Attending: Andrew, Seth, Deepika, Jon, Sue, Bruno, Pengfei, Karl, Joti, Daisy, Leon, Louise, Hayes

Beam Down Time in Progress – Some people way for work on that

CHEP
Posters are ready
Thank you to all who made them
Please post to docDB

Leon will run meetings on the 15th, 22nd 

Operational Issues: 
Runcontrol needed to be rebooted due to DDT segment not being released
Had seen problems with RC app, seemed to go away after reboot.
Issue with ddts deamons going pink has been around, shifters may not have noticed.  May be root cause of runcontrol crashes
RC tests still need to happen.  Need changes to Daq App Manager to allow for “restart” of processes (different from “start”)
DAM needs to be smart enough to know to add another commandline option when restarting runcontrol
Keith will work with Jon
DDT Fix has stabilized far det daq

Karl needs someone to run Downtime logger on online machines.  Need to check functionality, check buttons work etc…
Jotyi and Daisy (w/ Pengfei) will test downtime logger on
Testing will start today during down time

DDT processes identified as being stuck on wrong CPU  (CPU0 where system lives)  
Have removed renice to -20 to stabilize. 
Will look at trapping error codes

Bruno -  Change of cut on min track length  from 60 hits to 10 hits to be consistent with cosmic ray monte carlo.  Rate goes up by 2x   (from 20 Hz to 40 Hz)
Need new trigger scalars config
Pengfei will do that today

DSO Scan – Keith is looking at it

Ganglia version needs to be rebuilt 
Sue to do on novatest02
[bookmark: _GoBack]Will document differences with SLF6

Datalogger tests underway

Hayes – Working on monitoring scripts and DB for Timing Monitors


Plans for DAQAppManager
Turn on multiplexing
Run DAQAppManger
Separately scale the fetch process info poll rate
Document the whole thing

Staged Approach  (Looking at Late May for completion)
Multiplex
Sockets
Rewrite of internals
30% Keith 30% Pengfei after collab meeting + Half person from Kurt’s department as effort.

Push this summer for status block reporting in DAQ
Live times
Will look at after DAQAppManager work is complete
[bookmark: _WNSectionTitle][bookmark: _WNTabType_0]DAQ Meeting Notes 8APR2015	4/8/15 9:30 AM


[bookmark: _WNSectionTitle_2][bookmark: _WNTabType_1]	4/8/15 9:30 AM



DAQ Meeting Notes 8APR2015 s sz0am

Atanding: Ancrow, S, Dospea, o, Su, Brunc, Pngl, Kar, Jt,

eam Down Time i Progress - Some peope wy forwork on tht-

. posers re rndy
© Pl post o docdB

Laon il rn meetingson th 157, 22

Operstonai sves:
- Runconto neoded 0 b resoted due 0 OT sagment o b
- Hd s s wih RC g, seed .90 awey afer rebot
ot hve ice. oy be oo cause of rncoirl crashes
- R et sl e 10 happan. Need changest 03 A0 nager
10 o forrestart” o procsses (@feren rom “sart)
commandine opton whe restaring unconrol
& et i work i o

Cnec unconaty, ceck butons work i
Sty and Dty ( Pengie il s downime ogpr on
. Testng i st today uring ot

O processes el s being stack o1 wiong CPU (CPUO wheresstem
en)

- v removed raic 020 to bl

+ Wl 3t rappin artor codes



